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TURBO EQUALIZATION APPLIED TO HIGH FREQUENCY
COMMUNICATIONS

1 INTRODUCTION

HF communications (High Frequency, 3-30 MHz) is an important aspect of military
communications, for tactical as well as strategic purposes. In the last decades HF
communications has been digitized and automatized, and numerous NATO standards have
been developed (see [13] for details). The main drawback of HF communications is the low
data rate. The channel bandwidth is limited by regulations and legacy hardware to 3 kHz
(single sideband voice channels), over which modems with data rates in the range 75 bps to
9600 bps (per now), depending on channel conditions, can communicate. At distances
beyond groundwave coverage HF propagation is supported by refraction in the ionosphere,
giving a radio channel which is challenging from a communications perspective. The
challenges are:

• Low signal-to-noise ratio (SNR)

• Delay spread (multipath propagation) causing the received symbols to smear into
each other (an effect called intersymbol interference, ISI)

• Doppler spread (fading, rapid channel fluctuations)

Also, propagation conditions vary with time of day and year, with the sunspot cycle, and
with geomagnetic activity.

Turbo equalization is a relatively new technology for baseband signal processing on the
receive side of modems. It can be applied whenever the transmitter side of the modem
(defined as a “waveform”) consists of an error-correcting code (ECC) and interleaver
followed by mapping onto channel symbols and transmission over a channel imposing
intersymbol interference (ISI). A conventional receiver for such a system would consist of
equalization to mitigate the ISI, demapping, deinterleaving, and finally decoding of the
ECC. When turbo equalization is applied in the receiver, “soft” information on all code bits
in an interleaver block is fed back from the decoder to the equalizer, and all the operations
are performed a number of times in an iterative fashion. Turbo equalization is therefore also
called “iterative equalization and decoding”. A more detailed explanation is given in Sec.
2.3.

As part of Project 822 SIGVAT HF at FFI there has been performed a large amount of work
on an activity called “improved signal processing techniques for HF communications”. This
activity has focused on application of turbo equalization to HF communications, by theory
and simulation studies. It has been coordinated by Roald Otnes in his doctoral work (until
the end of 2002) and after that as an employee to FFI. During his doctoral work Otnes was
employed by Kongsberg Defence Communications, Billingstad, who claimed a patent
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based on the work [20]. At this time there was close collaboration with Michael Tüchler at
the Technical University of Munich, who coauthored several papers with Otnes. Bodil
Farsund, Terje Johnsen, and Knut Inge Hvidsten at FFI have also made contributions to the
activity (programming and simulations), and three students (Nicolai Bauer, Espen
Holmbakken, and Espen Slette) have been writing master theses related to the activity.

This report summarizes results from the activity. For details (particularly mathematics) the
reader is referred to Otnes’ doctoral thesis [15] and papers cited throughout this report.

Focus has been on improving the availability of existing waveforms, modifying only the
receiver by introducing turbo equalization. Simulations then demonstrate significant
reductions in required SNR to obtain a certain bit error rate, which directly translates into
increased availability if the communication system is operating at marginal SNR. The
existing waveforms were designed without turbo equalization in mind, but when turbo
equalization is applied at the receiver one may wish to make different design choices at the
transmitter (waveform definition). This has been investigated towards the end of this work,
mostly by the two students Holmbakken and Slette.

2 TURBO-EQUALIZATION BASED RECEIVERS FOR HF MODEMS

In this section we first give a brief description of the standardized HF waveforms we have
used in our simulations of turbo equalization. Then we describe the principle of turbo
equalization and some details on the SISO (soft-in soft-out) equalizer, channel estimation,
and fractional sampling.

2.1 Standardized HF waveforms

The term “waveform” is used to describe all the baseband signal processing at the physical
layer in the transmitter, i.e., the conversion from data bits to the signal delivered to the
audio interface of the radio. This encompasses e.g. pulse shaping, signal constellations,
frame structure, and error correcting coding. HF radios use SSB (single sideband)
modulation to convert this input audio signal (the “waveform”) to the transmitted RF signal.

In this report we use the term high data rates for 3200-9600 bps, medium data rates for
600-2400 bps, and low data rates for 75-300 bps. We have only investigated medium and
high data rates in this work, i.e., 600-9600 bps. We have concentrated on the serial-tone
waveforms for channels having 3 kHz bandwidth, defined in MIL-STD-188-110B
(abbreviated MS110 in the following) [1] and STANAG 4539 [2]. MS110 defines low and
medium data rate waveforms, while STANAG 4539 defines high data rate waveforms and
refers to MS110 for low and medium data rates. MS110 also defines high data rate
waveforms identical to STANAG 4539, but for simplicity we will refer to high rate
waveforms as STANAG 4539 and low/medium rate waveforms as MS110. We do not
consider the older STANAG 4285, because its interleaver structure is not suitable for turbo
equalization.

Figure 2.1 shows the block diagram of the transmitter side of a modem using these
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Figure 2.1 General block diagram of transmitter side of modem for serial-tone HF wave-
forms. Π denotes interleaver.

waveforms. Below we briefly describe the different blocks; for further details
see [1, 2, 13, 15].

The information bits are first protected by an error-correcting code (ECC). This is a strong
convolutional code with constraint length 7 and basic code rate Rc = 1/2 (i.e., 2 code bits
ck are generated for each information data bit am). High data rates require a higher code
rate than 1/2, and this is obtained by puncturing (some of the code bits are not transmitted).
Similarly, low data rates require a lower code rate than 1/2, and this is obtained by
repetition (each code bit is transmitted several times).

After puncturing or repetition, the code bits are passed through a block interleaver. The
original motivation for interleaving is to disperse burst errors introduced by the channel
such that the convolutional ECC will work properly, but the interleaver is also a prerequisite
for application of turbo equalization in the receiver. The interleaver permutes one block of
code bits at a time (called the interleaver length). In MS110 two different interleaver
lengths are defined, namely 0.6 s (called S for short) and 4.8 s (called L for long). In
STANAG 4539 six different interleaver lengths are defined, namely 0.12 s (US), 0.36 s
(VS), 1.08 s (S), 2.16 s (M), 4.32 s (L), and 8.64 s (VL).

The interleaved code bits ck are mapped onto a complex-valued signal constellation in
groups of Q consecutive bits to form data symbols xn. The number of points in the signal
constellation is M = 2Q. BPSK, QPSK and 8-PSK constellations are used for Q = 1, 2, 3,
and 16-QAM, 32-QAM, and 64-QAM constellations are used for Q = 4, 5, 6 (PSK = phase
shift keying, QAM = quadrature amplitude modulation).

The data symbols xn are multiplexed with synchronization and training symbols tn, which
are known to the receiver. For MS110, 2400 bps, the major pattern is 32 data symbols
followed by 16 training symbols. For MS110, 1200 bps and below, the major pattern is 20
data symbols followed by 20 training symbols. And for STANAG 4539, 3200 bps and
above, the major pattern is 256 data symbols followed by 31 training symbols.

Scrambling is also applied to make the signal appear more random on-air. For simplicity
this is left out of the figures in this report, but has been included in the simulations with
scrambling/descrambling being performed at the appropriate points in the transmitter and
receiver.
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Finally, the transmitted symbols (data and training) are passed through a pulse shaping filter
at a rate of 2400 symbols/sec (baud) and modulated onto a subcarrier frequency of 1800 Hz.
The subcarrier-modulated signal is transferred to an HF transmitter for further frequency
up-conversion.

The different information data rates are achieved by varying the code rate Rc, the number of
bits/symbol Q, and the frame pattern efficiency Rf (the fraction of transmitted symbols
which contain data rather than known training/synchronization symbols), see Table 2.1. The
data rate R is given by

R = RcQRfRs (2.1)

where the symbol rate Rs is equal to 2400 baud for all waveforms.

Data rate R (bps) Code rate Rc bits/symbol Q Frame pattern eff. Rf

(12800) 1 6 8/9
9600 3/4 6 8/9
8000 3/4 5 8/9
6400 3/4 4 8/9
4800 3/4 3 8/9
3200 3/4 2 8/9

(4800) 1 3 2/3
2400 1/2 3 2/3
1200 1/2 2 1/2
600 1/2 1 1/2
300 1/4 1 1/2
150 1/8 1 1/2

75, robust 1/2 1/16 1

Table 2.1 Parameters used for the different data rates in the waveforms of STANAG 4539
and MIL-STD-188-110B. Brackets denote uncoded waveforms which are rarely
used in practice. The robust 75 bps waveform does not fit directly into the
framework described in this report.

2.2 HF channels and intersymbol interference

Ionospheric HF channels are considered challenging from a communications perspective,
due to delay and Doppler spread as well as low received SNR. Delay spread values (delay
difference between propagation paths) are typically in the range 0-7 ms, while Doppler
spread values (reciprocal of fading rate) are typically in the range 0-5 Hz. However,
Doppler spreads of several tens of Hz are occasionally observed at high latitudes under
geomagnetically disturbed conditions.

Over-the-air comparison of different modems is difficult because the ionospheric conditions
are different (and not exactly known) at different times such that a true comparison can only
be made by operating the modems simultaneously with identical antennas and
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transmitter/receiver locations, which is difficult in practice. For this reason, the Radio
communications group of the International Telecommunications Union (ITU-R, previously
known as CCIR) has recommended standard test channels for simulating the performance
of HF systems. The test channels are based on the so-called Watterson model [24].

In the recommendation ITU-R F.520 [11] were defined three test channels, called the ITU-R
good, the ITU-R moderate, and the ITU-R poor channel. These channels are still widely
used to report the performance of HF modems, but the recommendation is now obsolete and
replaced by ITU-R F.1487 [12]. F.1487 defines a total of 10 test channels (some of them
identical), describing different latitude regions and levels of ionospheric disturbance. Each
of the three test channels of F.520 is identical to at least one of the test channels of F.1487.

All the test channels in the ITU-R recommendations are defined as a tapped delay line with
only two taps. The delay difference between the two taps is the delay spread τm. The taps
are fading independently with a Rayleigh (i.e., complex Gaussian) probability density
function and a Gaussian fading spectrum. The 2σ Doppler spread νd is the same for both
taps. Table 2.2 shows the Doppler and delay spread of the different test channels.

Recommendation Channel τm νd

ITU-R good 0.5 ms 0.1 Hz
F.520 ITU-R moderate 1 ms 0.5 Hz

ITU-R poor 2 ms 1 Hz
Low lat. quiet cond. 0.5 ms 0.5 Hz
Low lat. moderate cond. 2 ms 1.5 Hz
Low lat. disturbed cond. 6 ms 10 Hz
Mid-lat. quiet cond. 0.5 ms 0.1 Hz
Mid-lat. moderate cond. 1 ms 0.5 Hz

F.1487 Mid-lat. disturbed cond. 2 ms 1 Hz
Mid-lat. disturbed cond. NVIS 7 ms 1 Hz
High lat. quiet cond. 1 ms 0.5 Hz
High lat. moderate cond. 3 ms 10 Hz
High lat. disturbed cond. 7 ms 30 Hz

Table 2.2 Doppler spread νd and delay spread τm of the test channels recommended by
the ITU-R. From [15].

Unfortunately, the ITU-R recommendations do not specify in detail the process to generate
the fading tap gains, and for this reason simulated performance using different channel
simulators may show some discrepancy. To address this problem, a strict definition on how
to generate the tap gains has been proposed by Furman and Nieto [7], for possible inclusion
in future standards. In the work described in this report, the method described in [7] has
been used.

The radio channel evidently causes ISI (smearing of adjacent symbols into each other ) if
the delay spread is larger than the symbol interval Ts, which is the reciprocal of symbol rate
Rs. In the standardized serial-tone HF waveforms, Rs=2400 baud such that Ts=0,4167 ms.
All the ITU-R test channels will therefore impose ISI, spanning at least τm/Ts symbol
intervals. An equalizer is required in the receiver in order to mitigate the ISI, and if the



12

equalizer is filter-based, the filter length N (in symbol intervals) should be at least a few
times larger than τm/Ts.

2.3 Turbo equalization principle

As stated in the introduction, turbo equalization is a means to improve receiver performance
in digital HF communication systems. For brevity we use the term receiver rather than the
more precise receive side of modem.

 Equalizer Demapper Π
−1 Decoder

f0 =1800 Hz

zn

zn

e-j2πf0t

Rsamp
z(t)

L(ck)

From radio RX 
filter

^  am
^ xn

 SISO
equalizer Π

−1

 Π

SISO
decoder

zn
LE(ck)

LD(ck)

^  am

(a)

(b)

Figure 2.2 (a) Conventional receiver and (b) turbo equalization-based receiver, with iden-
tical front ends (left). Π denotes interleaver and Π−1 denotes deinterleaver.

A conventional receiver for serial-tone HF waveforms is shown in Fig. 2.2(a)
(synchronization and channel estimation functions are not shown). After down-conversion
to complex-valued baseband and filtering, the received signal is sampled at a rate Rsamp

which is an integer multiple of the symbol rate Rs, Rsamp = KRs. The complex-valued
received samples zn are passed through an equalizer (usually a decision feedback equalizer)
which mitigates the ISI and outputs estimates x̂n of the transmitted symbols xn. These are
input to a soft-output demapper outputting soft estimates of the code bits ck, which are
passed through a deinterleaver and finally through a decoder for the ECC which exploits the
redundancy to provide estimates âm of the transmitted data bits.

Such a conventional receiver is suboptimal because the equalizer does not make use of the
redundancy contained in the ECC. The optimal receiver would perform equalization and
decoding jointly, but this is prohibitively complicated (among other things due to the
presence of the interleaver). When using turbo equalization (see Fig. 2.2(b)), the
performance of the optimal but unrealizable receiver is approached by performing the
equalization and decoding tasks several times in an iterative fashion, passing soft
(probability) information on the code bits back and forth. For this reason, turbo equalization
is also called iterative equalization and decoding. The equalizer and decoder must be
so-called SISO modules (soft-in/soft-out), processing soft information as input and
providing soft information as output.

The soft information in the iterative loop is normally given as log-likelihood ratios (LLRs)
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on the code bits, defined as

L(ck) = ln
Pr(ck = 0)

Pr(ck = 1)
(2.2)

Looking at the sign only gives a hard decision on the code bit ck, while the magnitude of the
LLR indicates the reliability of the decision: An LLR equal to zero indicates that we have
no idea what the code bit should be, while an LLR equal to ±∞ indicates that we are
absolutely certain. As iterations proceed, the magnitudes of the LLRs tend to grow as the
bit error rate decreases.

2.4 The SISO equalizer

In turbo equalization, the SISO equalizer processes (in addition to the received samples)
soft information fed back from the decoder from the previous iteration, and outputs soft
information to be used as input to the decoder. The optimal (w.r.t. bit error rate) SISO
equalizer uses the trellis-based BCJR algorithm (named by the authors of [4]), which has
computational complexity growing exponentially in delay spread, being too complex for
HF applications. For this reason, some suboptimal SISO equalization algorithm must be
used and we have chosen to focus on and refine the algorithm proposed by Tüchler et al
in [22, 23], namely soft ISI cancellation followed by MMSE linear filtering (MMSE =
minimum mean squared error). This algorithm is often referred to as MMSE linear SISO
equalizer.

LLR to
mean

xn

zn

zn

h

-
fn

Soft-out
demapping

�

xn L (c )e k

E

L (c )e k

D

Figure 2.3 Linear SISO equalizer. From [16].

The linear SISO equalizer is shown in Fig. 2.3. The input soft information is used to
compute an a priori average value (mean) of the ISI, which is subtracted from the received
samples (called soft ISI cancellation). The signal after soft ISI cancellation, which consists
of the transmitted signal, noise, and residual ISI, is passed through a linear equalizer filter.
The filter coefficients are computed to minimize the mean square error of the output
symbols (MMSE criterion). The quality of the input soft information is taken into account
when applying the MMSE criterion, causing the filter coefficients to be different (and
therefore recomputed) at each symbol interval and iteration. They can be computed using a
time-recursive algorithm with computational complexity proportional to N2 per symbol
interval and iteration, where N is the number of filter coefficients. Since the filter is
time-varying anyway, the complexity is not increased beyond this even if the channel is
time-varying [15, Sec. 6.1.2].

For conventional (non-iterative) receivers, a DFE (decision feedback equalizer) is most
often used for equalization, because trellis-based equalizers are too complex and DFE is
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traditionally known to perform better than linear equalization. For turbo equalization,
however, a linear approach is better than the DFE since wrong hard decisions in the DFE
cause error propagation which multiplies as iterations are performed. On the other hand, the
soft ISI cancellation used in the linear SISO equalizer can be viewed as “soft DFE”, where
the SISO decoder is in the feedback loop and error propagation does not occur because no
hard decisions are performed. When the iterative procedure has converged to few bit errors,
the fed back symbol estimates will have high quality such that most of the ISI is cancelled
and the input to the equalizer filter is ISI-free. In this case, the equalizer filter is reduced to
a matched filter (to the channel impulse response).

The symbol estimates x̃n output from the equalizer filter are finally converted to LLRs on
the code bits, LE

e (ck), in a soft-output demapper (remember that Q code bits are mapped to
each symbol). The code bit LLRs are computed assuming that the conditional pdf
(probability density function) of the symbol estimate x̃n, given the transmitted symbol xn,
follows a Gaussian distribution. When high-order QAM constellations are used, this
approximation turns out to be bad causing turbo equalization to diverge in some cases [16].
This problem can be circumvented by posing some constraint on the conditional mean or
variance of the assumed distribution, or by assuming a student-T distribution rather than
Gaussian [16, 17].

2.5 Iterative and non-iterative channel estimation

The discussion in the previous section assumed the channel impulse response to be known.
As this is not the case in reality, some channel estimation algorithm must be applied. In
principle, such algorithms compare the received signal with the transmitted symbols, and
estimate and track the channel impulse response by minimizing some cost function. This
picture is, however, complicated by the fact that not all transmitted symbols are known.

The training sequences are known to the receiver, and can be used for channel estimation in
all types of receivers, as sketched in Fig. 2.4(a). This can not be used to update the channel
estimate between training sequences, which is unfortunate unless the Doppler spread (rate
of channel variation) is some orders of magnitude smaller than 1/Tt, where Tt is the time
interval between training sequences.

When channel tracking is required between training sequences, one alternative used in
conventional receivers is so-called decision-directed channel estimation, see Fig. 2.4(b). In
this case, tentative hard decisions on the symbols output from the equalizer are used by the
channel estimator as if they were the actual transmitted symbols. This approach is prone to
error propagation.

In turbo-equalization based receivers, the decision-directed approach can be elaborated by
using feedback from the decoder from the previous iteration rather than from the equalizer,
see Fig. 2.4(c). Since the decoder exploits the redundancy of the ECC, the sequence of
symbols used by the channel estimator will then be closer to the actually transmitted
symbols than in conventional decision-directed channel estimation. We term this approach
iterative channel estimation: For first-time equalization, the channel estimator uses the
training sequences only, but in later iterations it also makes use of symbol estimates based
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Figure 2.4 Different approaches to channel estimation.
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on the code bit LLRs fed back from the decoder from the previous iteration. The quality of
the channel estimate is then improved as iterations proceed.

The symbol estimates computed from the fed back LLRs can be either hard decisions or soft
symbols (called hard or soft iterative channel estimation, respectively). A soft symbol is the
average value of the transmitted symbol given the input LLRs. In [15, chapter 7] we found
that the LMS (least mean squares, also known as stochastic gradient) channel estimation
algorithm using soft symbols as feedback is a good choice for iterative channel estimation.

2.6 Proposed receiver structures

2.6.1 Medium-rate waveforms

In [15] we proposed a turbo equalization-based receiver structure for the medium-rate HF
waveforms of MS110. Several aspects of this proposal were patented in [20].
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(c )k’

^
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Figure 2.5 Proposed turbo equalization-based receiver for medium-rate waveforms.
From [15].

The proposed receiver is shown in Fig. 2.5. It encompasses turbo equalization with soft
iterative channel estimation. The MMSE linear SISO equalizer is used for equalization, and
the LMS algorithm is used for channel estimation.

2.6.2 High-rate waveforms

In [17] we applied turbo equalization to the high-rate waveforms of STANAG 4539. We
then had to perform the following modifications to the proposed receiver structure, due to
the different frame pattern and higher-order signal constellations:

• Iterative channel estimation was dropped, and replaced by non-iterative channel
estimation based on training symbols only. Channel estimates were computed as LS
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(least squares) estimates [5] based on each 31-symbol training sequence, and linear
interpolation between the training sequences.

• The soft-output demapper had to be modified as discussed in Sec. 2.4.

2.7 Fractional sampling

The discussion this far has implicitly assumed symbol-spaced sampling of the received
signal, K = 1 such that Rsamp = Rs. For several reasons, this is suboptimal and unpractical
in real-world receivers, see e.g. [8]. Among other things, perfect symbol synchronization is
required in order to apply symbol-spaced sampling with optimal sampling instants. This is
easy to obtain in simulations but hard in reality.

When using fractional sampling, K ≥ 2, perfect symbol synchronization is not required. In
the later stages of this work we have therefore implemented fractional sampling with K = 2
in the channel estimator and the SISO equalizer, along the lines discussed in [15, Secs. 6.2
and 7.7]: The fractionally spaced channel impulse response (CIR) is estimated by running
two independent channel estimation algorithms in parallel, and the linear MMSE SISO
equalizer is modified (with complexity increased by a factor of 4) to process two received
samples per symbol and a fractionally spaced CIR.

3 SIMULATION RESULTS FOR STANDARDIZED WAVEFORMS

In this section we present simulation results where turbo equalization is applied to
standardized HF waveforms, and compared to a conventional DFE-based receiver. All
details on the simulation parameters for each plot are given in Appendix B.

3.1 Previously published results

We have previously presented simulation results using a Matlab program, developed as part
of the doctoral work. Time-consuming algorithms were implemented in C code. This
program suffered the following imperfections:

• Symbol-spaced sampling was used, K = 1.

• The delay of the different paths (and thus also the delay spread) had to be integer
numbers of symbol intervals.

• Transmitter (pulse shaping) and receiver filters were not included. These filters can be
ignored when symbol-spaced sampling is used, provided the cascade of transmitter
and receiver filters is a Nyquist filter, the delay of different paths are integer numbers
of symbol intervals, and there is perfect symbol synchronization.

• Tailbiting of the convolutional code, as specified for the high-rate waveforms of
STANAG 4539, was not implemented. When tailbiting is used, the code trellis for an
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interleaver block is forced to start and end in the same state, while we rather forced it
to start and end in the zero state as specified for the medium-rate waveforms (this
requires a few extra bits to flush out the contents of the shift register).

Simulation results for MS110, 2400 bps, were presented in [15], while results for STANAG
4539, 9600 bps, were presented in [17]. We compared a turbo equalization-based receiver
as described in Sec. 2.6 with a conventional noniterative receiver using a decision feedback
equalizer, looking at bit error rate (BER) out of the decoder as function of SNR. We used an
approximated ITU-R poor channel model, with Doppler spread equal to 1 Hz and delay
spread equal to 2,1 ms (exactly 5 symbol intervals due to the restriction in the simulation
program) rather than the 2,0 ms specified for ITU-R poor.
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Figure 3.1 Simulated bit error rate for MS110, 2400 bps, over an approximated ITU-
R poor channel, using the Short (left) and Long (right) interleaver settings.
Note the different scaling of the abscissas. From [15].

The previously published simulation results are reproduced in Figs. 3.1-3.3. For both
waveforms there is more to gain from turbo equalization when using the (Very) Long
interleaver setting than the Short interleaver setting. Looking at a target BER of 10−4, the
gain compared to a conventional receiver is then about 3 dB for 2400 bps (after 3 iterations)
and 6 dB for 9600 bps (after 5 iterations).

3.2 Results with updated simulation program

In the later stages of this work we have updated the simulation program, removing the
imperfections stated above. Fractional sampling with K = 2 was implemented as described
in Sec. 2.7, and a square root raised cosine (SRRC) pulse shaping filter with roll-off factor
0,35 (as specified in the standards) was included. This allowed the simulation of any delay
spread, e.g. exactly 2,0 ms as in ITU-R poor. Also, tailbiting was implemented for the
high-rate waveforms, which required the SISO decoder to be modified along the lines
described in [3].
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Figure 3.2 Simulated bit error rate for STANAG 4539, 9600 bps, over an approximated
ITU-R poor channel, using the Very Long interleaver setting. Thin lines:
Turbo equalization. Thick line: Single-pass receiver using DFE. From [17].
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Figure 3.4 Comparison of old and new simulation program for MS110, 2400 bps, Long
interleaver. Blue curves: Symbol-spaced sampling, approximated ITU-R poor
channel. Red curves: Fractional sampling (K = 2), exact ITU-R poor chan-
nel.
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Figure 3.5 Comparison of old and new simulation program for STANAG 4539, 9600 bps,
Very Long interleaver. Blue curves: Symbol-spaced sampling, approximated
ITU-R poor channel, tailbiting not implemented. Red curves: Fractional sam-
pling (K = 2), exact ITU-R poor channel, tailbiting not implemented. Green
curves: As red, but with tailbiting implemented.
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3.2.1 Cross-validation of old and new simulation program

First, we wish to compare results using the new and old simulation program. This is done in
Figs. 3.4-3.5. The results are comparable but not exactly identical; the gain provided by
using turbo equalization rather than a conventional DFE-based receiver is only fractions of
a dB different using the old and new simulation program. Therefore, the general
conclusions of previous publications based on the old simulation program are still valid.
For the high-rate waveform, tailbiting of the convolutional code has no significant impact
on performance.

In the remainder of this report, we present simulation results using the new program.

3.2.2 Medium-rate waveforms

Figs. 3.6-3.8 show the simulated performance of MS110 using the Long interleaver setting
over three different test channels. We note that the performance over ITU-R poor and
ITU-R moderate channels is very similar. For these channels the gain from using turbo
equalization rather than a conventional DFE-based receiver is 2,5-3,5 dB for 2400 bps, but
only 0,5-1,5 dB for 600 bps and 1200 bps.
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Figure 3.6 Simulation results: MS110, Long interleaver, over an ITU-R poor channel (2
ms, 1 Hz). Blue is 2400 bps (8-PSK), red is 1200 bps (QPSK), and green is
600 bps (BPSK).

The “high latitudes, moderate” channel is a very challenging fast fading channel, with a
Doppler spread of 10 Hz (10 times faster than ITU-R poor). For this channel, the distance
between training sequences is too large (compared to fading rate) to obtain a high-quality
channel estimate for first-time equalization, but iterative channel estimation combined with
turbo equalization can certainly remedy this situation. In Fig. 3.8 we see tremendous gains
for 600 and 1200 bps, compared to the conventional receiver. For 2400 bps (not shown in
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Figure 3.7 Simulation results: MS110, Long interleaver, over an ITU-R moderate channel
(1 ms, 0,5 Hz). Blue is 2400 bps (8-PSK), red is 1200 bps (QPSK), and green
is 600 bps (BPSK).
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Figure 3.8 Simulation results: MS110, Long interleaver, over an ITU-R “high latitudes,
moderate” channel (3 ms, 10 Hz). Red is 1200 bps (QPSK), and green is 600
bps (BPSK).
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Figure 3.9 Simulation results (bit and block error rate): MS110, Short interleaver, over
an ITU-R poor channel (2 ms, 1 Hz). Blue is 2400 bps (8-PSK), red is 1200
bps (QPSK), and green is 600 bps (BPSK).
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figure) this channel was too challenging for turbo equalization also, and neither the
conventional receiver nor turbo equalization was able to provide low bit error rates even for
very high SNRs.

Fig. 3.9 shows the performance over an ITU-R poor channel using the Short interleaver
setting. When looking at bit error rate, the difference between turbo equalization and
conventional receiver is smaller than for the Long interleaver. This is expected since the
performance of iterative detection schemes is known to improve with increasing interleaver
length. When looking at the block error rate, on the other hand, the gain from using turbo
equalization is prominent for the short interleaver setting, also.

3.2.3 High-rate waveforms

Figs. 3.10-3.11 show the simulated performance of STANAG 4539 using the Very Long
interleaver setting over the ITU-R poor and moderate channels. For the lowest data rate
(3200 bps) the gain from using turbo equalization compared to a conventional receiver is
only 1-2 dB, but the gain increases with data rate and is very large for 9600 bps (5-7 dB for
ITU-R poor, more than 10 dB for ITU-R moderate).

Results for the “high-latitudes, moderate, channel” are not presented here because this
channel is too challenging for STANAG 4539, with or without turbo equalization. This is
because the interval between training sequences is slightly above 0,1 seconds, which is too
large for a Doppler spread of 10 Hz (in comparison, the interval between training sequences
in MS110 is 20 ms or less)

Fig. 3.12 shows the performance over an ITU-R poor channel using the Short interleaver
setting. The comments given above for Fig. 3.9 are valid also for this figure.

A point to note from the figures in this section is that some of the curves for turbo
equalization actually cross the curves for a conventional receiver using a lower data rate.
This illustrates that by using turbo equalization, the data rate can be increased under given
channel conditions (e.g., from 6400 bps to 8000 bps) and still the performance will be
similar or better than a conventional receiver operating at the lower data rate.

4 INDUSTRY INTEREST IN TURBO EQUALIZATION FOR HF MODEMS

The international HF industry has also started looking at using turbo equalization for HF
communications, possibly inspired partly by our research.

In [6] Telefunken Racoms (former EADS Racoms) presents a real-world STANAG 4539
modem using a simplified version of turbo equalization. Rather than passing soft
information in the feedback loop, they only use hard decisions. With this rough
simplification they are able to process the data in real-time, and perform about 3 dB better
than a conventional receiver at 9600 bps (Very Long interleaver) over an ITU-R poor
channel. This is about 3 dB worse than our simulation results for the same setup.

In [14] Harris Corporation describes simulation experiments where turbo equalization is
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Figure 3.10 Simulation results: STANAG 4539, Very Long interleaver, over an ITU-R
poor channel (2 ms, 1 Hz). Blue is 9600 bps (64-QAM), red is 8000 bps (32-
QAM), green is 6400 bps (16-QAM), magenta is 4800 bps (8-PSK), and cyan
is 3200 bps (QPSK).
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Figure 3.11 Simulation results: STANAG 4539, Very Long interleaver, over an ITU-R
moderate channel (1 ms, 0,5 Hz). Blue is 9600 bps (64-QAM), red is 8000
bps (32-QAM), green is 6400 bps (16-QAM), magenta is 4800 bps (8-PSK),
and cyan is 3200 bps (QPSK).
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Figure 3.12 Simulation results (bit and block error rate): STANAG 4539, Short inter-
leaver, over an ITU-R poor channel (2 ms, 1 Hz). Blue is 9600 bps (64-QAM),
red is 8000 bps (32-QAM), green is 6400 bps (16-QAM), magenta is 4800 bps
(8-PSK), and cyan is 3200 bps (QPSK).
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applied to STANAG 4539. Their reported performance gains are close to those presented by
Telefunken. They reveal few details on the algorithms used, and as far as we know turbo
equalization is not included in current products from Harris.

France Telecom R&D are also looking at turbo equalization for HF communications, see
e.g. [9]. They propose to use a decision feedback equalizer for first-time equalization and
switch to linear equalization with ISI cancellation (similar to our approach) in later
iterations.

5 WAVEFORM DESIGN OPTIMIZED FOR TURBO EQUALIZATION

We have demonstrated that introducing turbo equalization in the receiver can significantly
improve the performance, with no changes at the transmitter side (i.e., we used the
standardized waveforms). The cost is increased computational complexity in the receiver,
but it is still likely that at some point in the not too distant future Moore’s law will make the
inclusion of turbo equalization in HF modems common.

The standardized serial-tone waveforms were designed before turbo equalization was
commonly known. A natural question to ask is whether further gains and/or complexity
reductions can be achieved if the waveform design (i.e., transmit side) is also modified,
matched to the knowledge that turbo equalization is applied in the receiver.

A tool known as the EXIT (Extrinsic Information Transfer) chart [21] is useful in the design
of communication systems using iterative detection (e.g., turbo equalization) in the receiver.
After generating the EXIT chart of turbo equalization for HF waveforms, a few ideas
emerged on how the standardized waveforms could be changed. These ideas were
investigated in detail in the master theses of the two students Espen Slette and Espen
Holmbakken, and the results were summarized in a conference paper [19]. Below is
presented a short extract of this work:

We investigated the following four ideas:

1. Use a simpler convolutional code (constraint length 3-4 rather than 7)

2. Do not Gray-code the bit to symbol mapping

3. Introduce recursive precoding (e.g. differential encoding) in conjunction with the
symbol mapper

4. Use an interleaver with less structure (e.g. S-random)

In particular, we have looked at the combination of ideas 1, 2, and 4. Idea 3 should in theory
give very good performance, but requires modifications to the SISO equalizer. The required
modifications are easy to derive for trellis-based equalizers (which cannot be used in HF
modems for complexity reasons), but very complicated for filter-based equalizers. A
derivation is presented in [10], but because of some ad hoc approximations the simulated
performance is inferior.
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Figure 5.1 Simulated bit error rate over an ITU-R poor channel, using turbo equaliza-
tion with different 2400 bps 8-PSK waveforms. ×: Gray mapping, constraint
length 7 (as in current standard). ◦: Natural mapping, constraint length 4.
Dashed: Interleaver from current standard. Solid: S-random interleaver. In-
terleaver length is Long. From [19].
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Figure 5.2 Simulated bit error rate over an ITU-R poor channel, using turbo equaliza-
tion with different 6400 bps 16-QAM waveforms. ×: Pseudo-Gray mapping,
constraint length 7 (as in current standard). ◦: Set partitioning mapping, con-
straint length 4. Dashed: Interleaver from current standard. Solid: S-random
interleaver. Interleaver length is Very Long. From [19].
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Figs. 5.1-5.2 show simulation results for two case studies in [19], trying to modify the 2400
bps waveform of MS110 and the 6400 bps waveform of STANAG 4539. Without going into
details here, we can say that the goal of improved performance is not achieved; the
performance of the modified waveforms is comparable to that of the standard waveforms.
There may however be a complexity decrease to gain from modifying the waveforms:
Decreasing the code memory from 6 to 3 will decrease the decoding complexity per
iteration by a factor 8. Some of this gain is lost because the required number of iterations is
approximately doubled when the waveform is modified.

6 TURBO EQUALIZATION FOR ACOUSTIC UNDERWATER
COMMUNICATIONS

The propagation channel seen in acoustic underwater communications shares some features
with the ionospheric HF channel, in particular large delay and Doppler spreads. For this
reason we have been doing some work in cooperation with the company Simrad AS in
Horten, Norway (producing underwater modems, among other things).

We have performed real-world experiments with a waveform based on ideas from the HF
waveforms. The signal was transmitted using underwater acoustics over an 800-meter path
across the inner harbor of Horten, and on the receive side we used the same software as has
been used in the simulations presented in this report. The resulting performance is quite
good, and this shows that the proposed algorithms are not only working in a simulation
environment, but also in a real-world transmission context.

The results of experiments performed in the summer of 2003 are found in [18]. Experiments
have also been performed in the summer of 2004, but these are not yet published.
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APPENDIX

A ABBREVIATIONS

BER Bit error rate
BPSK Binary PSK
CIR Channel impulse response
DFE Decision Feedback Equalizer
ECC Error-Correcting Code
EXIT Extrinsic Information Transfer
HF High Frequency
ISI Intersymbol Interference
ITU-R International Telecommunications Union - Radio communications
L Large
LLR Log-Likelihood Ratio
LMS Least Mean Square
LS Least Squares
M Medium
MIL-STD Military Standard (USA)
MMSE Minimum Mean Squared Error
MS110 MIL-STD-188-110B
PSK Phase Shift Keying
QAM Quadrature Amplitude Modulation
QPSK Quaternary PSK
S Short
SISO Soft-In Soft-Out
SNR Signal to Noise Ratio
SRRC Square Root Raised Cosine
SSB Single Sideband
STANAG Standardization Agreement (NATO)
US Ultra Short
VL Very Long
VS Very Short
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B DETAILED SIMULATION PARAMETERS

In this appendix we tabulate details on the simulation parameters used for the results presented in
this report. The tables are organized as follows:

• Transmitter parameters: Which standard, data rate, and interleaver length is used.

• Channel parameters: Delay and Doppler spread and profiles

• Receiver parameters: Oversampling ratio, channel estimator, and equalizer parameters.
Equalizer specified as linear is the MMSE linear equalizer with soft ISI cancellation; N1

and N2 is the precursor and postcursor filter length in symbol intervals such that the total
number of filter coefficients is K(N1 + N2 + 1). When equalizer is specified as DFE,
N1 + 1 is the length of the feedforward filter and N2 is the length of the feedback filter (in
symbol intervals).
Convergence tricks refer to workarounds for the fact that the Gaussian assumption of the
symbol estimates output from the equalizer does not always hold, which may cause turbo
equalization to diverge for the high-rate waveforms. See [16, 17].

• General parameters: Specifies the number of interleaver blocks simulated, and the
corresponding total number of information bits.



34

Fi
gu

re
3.

1
le

ft
3.

1
le

ft
3.

1
ri

gh
t

3.
1

ri
gh

t
3.

2
3.

2
3.

3
3.

3
C

ur
ve

(s
)

So
lid

D
as

he
d

So
lid

D
as

he
d

T
hi

n
T

hi
ck

T
hi

n
T

hi
ck

T
ra

ns
m

itt
er

:
St

an
da

rd
M

S1
10

M
S1

10
M

S1
10

M
S1

10
45

39
45

39
45

39
45

39
D

at
a

ra
te

(b
ps

)
24

00
24

00
24

00
24

00
96

00
96

00
96

00
96

00
In

te
rl

ea
ve

r
le

ng
th

S
=

0,
6

s
S

=
0,

6
s

L
=

4,
8

s
L

=
4,

8
s

V
L

=
8,

64
s

V
L

=
8,

64
s

S
=

1,
08

s
S

=
1,

08
s

In
te

rl
ea

ve
r

ty
pe

M
S1

10
M

S1
10

M
S1

10
M

S1
10

45
39

45
39

45
39

45
39

Si
gn

al
co

ns
te

lla
tio

n
8-

PS
K

8-
PS

K
8-

PS
K

8-
PS

K
64

-Q
A

M
64

-Q
A

M
64

-Q
A

M
64

-Q
A

M
B

it
to

sy
m

bo
lm

ap
pi

ng
G

ra
y

G
ra

y
G

ra
y

G
ra

y
Ps

eu
do

-G
ra

y
Ps

eu
do

-G
ra

y
Ps

eu
do

-G
ra

y
Ps

eu
do

-G
ra

y
E

C
C

co
ns

tr
ai

nt
le

ng
th

7
7

7
7

7
7

7
7

Ta
ilb

iti
ng

N
o

N
o

N
o

N
o

N
o

N
o

N
o

N
o

Pu
ls

e
sh

ap
in

g
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A
N

/A

C
ha

nn
el

:
D

el
ay

sp
re

ad
(m

s)
2,

1
2,

1
2,

1
2,

1
2,

1
2,

1
2,

1
2,

1
D

el
ay

pr
ofi

le
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
D

op
pl

er
sp

re
ad

(H
z)

1
1

1
1

1
1

1
1

D
op

pl
er

pr
ofi

le
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n

R
ec

ei
ve

r:
O

ve
rs

am
pl

in
g

fa
ct

or
K

1
1

1
1

1
1

1
1

C
ha

nn
el

es
tim

at
or

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

T
ra

in
in

g
on

ly
T

ra
in

in
g

on
ly

T
ra

in
in

g
on

ly
T

ra
in

in
g

on
ly

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

L
S

/i
nt

er
p.

L
S

/i
nt

er
p.

L
S

/i
nt

er
p.

L
S

/i
nt

er
p.

C
ha

n.
es

t.
le

ng
th

(s
ym

bo
ls

)
8

8
8

8
8

8
8

8
E

qu
al

iz
er

L
in

ea
r

D
FE

L
in

ea
r

D
FE

L
in

ea
r

D
FE

L
in

ea
r

D
FE

Pr
ec

ur
so

r
fil

te
r

le
ng

th
N

1
15

15
15

15
30

55
30

55
Po

st
cu

rs
or

fil
te

r
le

ng
th

N
2

8
8

8
8

30
15

30
15

C
on

ve
rg

en
ce

tr
ic

ks
in

de
m

ap
pe

r
N

on
e

N
on

e
N

on
e

N
on

e
r

m
a
x

=
0,

98
N

on
e

r m
a
x

=
0,

98
N

on
e

#
ite

ra
tio

ns
0-

3
0

0-
3

0
0-

7
0

0-
7

0

G
en

er
al

:
#

in
te

rl
ea

ve
rb

lo
ck

s
si

m
ul

at
ed

50
00

50
00

62
5

62
5

34
0

34
0

30
00

30
00

To
ta

l#
in

fo
bi

ts
si

m
ul

at
ed

71
70

00
0

71
70

00
0

71
96

25
0

71
96

25
0

28
19

89
20

28
19

89
20

31
08

60
00

31
08

60
00

Ta
bl

e
B

.1
Si

m
ul

at
io

n
pa

ra
m

et
er

s
fo

r
F

ig
s.

3.
1-

3.
3.



35

Fi
gu

re
3.

4
3.

4
3.

4
3.

4
3.

5
3.

5
3.

5
3.

5
C

ur
ve

(s
)

T
hi

n
bl

ue
T

hi
ck

bl
ue

T
hi

n
re

d
T

hi
ck

re
d

T
hi

n
bl

ue
T

hi
ck

bl
ue

T
hi

n
re

d/
gr

ee
n

T
hi

ck
re

d/
gr

ee
n

T
ra

ns
m

itt
er

:
St

an
da

rd
M

S1
10

M
S1

10
M

S1
10

M
S1

10
45

39
45

39
45

39
45

39
D

at
a

ra
te

(b
ps

)
24

00
24

00
24

00
24

00
96

00
96

00
96

00
96

00
In

te
rl

ea
ve

rl
en

gt
h

L
=

4,
8

s
L

=
4,

8
s

L
=

4,
8

s
L

=
4,

8
s

V
L

=
8,

64
s

V
L

=
8,

64
s

V
L

=
8,

64
s

V
L

=
8,

64
s

In
te

rl
ea

ve
rt

yp
e

M
S1

10
M

S1
10

M
S1

10
M

S1
10

45
39

45
39

45
39

45
39

Si
gn

al
co

ns
te

lla
tio

n
8-

PS
K

8-
PS

K
8-

PS
K

8-
PS

K
64

-Q
A

M
64

-Q
A

M
64

-Q
A

M
64

-Q
A

M
B

it
to

sy
m

bo
lm

ap
pi

ng
G

ra
y

G
ra

y
G

ra
y

G
ra

y
Ps

eu
do

-G
ra

y
Ps

eu
do

-G
ra

y
Ps

eu
do

-G
ra

y
Ps

eu
do

-G
ra

y
E

C
C

co
ns

tr
ai

nt
le

ng
th

7
7

7
7

7
7

7
7

Ta
ilb

iti
ng

N
o

N
o

N
o

N
o

N
o

N
o

R
ed

:
N

o
R

ed
:

N
o

G
re

en
:

Y
es

G
re

en
:

Y
es

Pu
ls

e
sh

ap
in

g
N

/A
N

/A
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35
N

/A
N

/A
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35

C
ha

nn
el

:
D

el
ay

sp
re

ad
(m

s)
2,

1
2,

1
2,

0
2,

0
2,

1
2,

1
2,

0
2,

0
D

el
ay

pr
ofi

le
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
D

op
pl

er
sp

re
ad

(H
z)

1
1

1
1

1
1

1
1

D
op

pl
er

pr
ofi

le
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n

R
ec

ei
ve

r:
O

ve
rs

am
pl

in
g

fa
ct

or
K

1
1

2
2

1
1

2
2

C
ha

nn
el

es
tim

at
or

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

T
ra

in
in

g
on

ly
T

ra
in

in
g

on
ly

T
ra

in
in

g
on

ly
T

ra
in

in
g

on
ly

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

L
S

/i
nt

er
p.

L
S

/i
nt

er
p.

L
S

/i
nt

er
p.

L
S

/i
nt

er
p.

C
ha

n.
es

t.
le

ng
th

(s
ym

bo
ls

)
8

8
8

8
8

8
8

8
E

qu
al

iz
er

L
in

ea
r

D
FE

L
in

ea
r

D
FE

L
in

ea
r

D
FE

L
in

ea
r

D
FE

Pr
ec

ur
so

rfi
lte

r
le

ng
th

N
1

15
15

15
15

30
55

30
55

Po
st

cu
rs

or
fil

te
r

le
ng

th
N

2
8

8
8

8
30

15
30

15
C

on
ve

rg
en

ce
tr

ic
ks

in
de

m
ap

pe
r

N
on

e
N

on
e

N
on

e
N

on
e

r
m

a
x

=
0,

98
N

on
e

r m
a
x

=
0,

98
N

on
e

#
ite

ra
tio

ns
0-

3
0

0-
3

0
0-

6
0

0-
6

0

G
en

er
al

:
#

in
te

rl
ea

ve
r

bl
oc

ks
si

m
ul

at
ed

62
5

62
5

62
5

62
5

34
0

34
0

34
0

34
0

To
ta

l#
in

fo
bi

ts
si

m
ul

at
ed

71
96

25
0

71
96

25
0

71
96

25
0

71
96

25
0

28
19

89
20

28
19

89
20

R
ed

:
28

19
89

20
R

ed
:

28
19

89
20

G
re

en
:

28
20

09
60

G
re

en
:

28
20

09
60

Ta
bl

e
B

.2
Si

m
ul

at
io

n
pa

ra
m

et
er

s
fo

r
F

ig
s.

3.
4-

3.
5.



36

Fi
gu

re
3.

6
3.

6
3.

6
3.

6
3.

6
3.

6
C

ur
ve

(s
)

T
hi

n
bl

ue
T

hi
ck

bl
ue

T
hi

n
re

d
T

hi
ck

re
d

T
hi

n
gr

ee
n

T
hi

ck
gr

ee
n

T
ra

ns
m

itt
er

:
St

an
da

rd
M

S1
10

M
S1

10
M

S1
10

M
S1

10
M

S1
10

M
S1

10
D

at
a

ra
te

(b
ps

)
24

00
24

00
12

00
12

00
60

0
60

0
In

te
rl

ea
ve

r
le

ng
th

L
=

4,
8

s
L

=
4,

8
s

L
=

4,
8

s
L

=
4,

8
s

L
=

4,
8

s
L

=
4,

8
s

In
te

rl
ea

ve
r

ty
pe

M
S1

10
M

S1
10

M
S1

10
M

S1
10

M
S1

10
M

S1
10

Si
gn

al
co

ns
te

lla
tio

n
8-

PS
K

8-
PS

K
Q

PS
K

Q
PS

K
B

PS
K

B
PS

K
B

it
to

sy
m

bo
lm

ap
pi

ng
G

ra
y

G
ra

y
G

ra
y

G
ra

y
E

C
C

co
ns

tr
ai

nt
le

ng
th

7
7

7
7

7
7

Ta
ilb

iti
ng

N
o

N
o

N
o

N
o

N
o

N
o

Pu
ls

e
sh

ap
in

g
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35

C
ha

nn
el

:
D

el
ay

sp
re

ad
(m

s)
2,

0
2,

0
2,

0
2,

0
2,

0
2,

0
D

el
ay

pr
ofi

le
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
D

op
pl

er
sp

re
ad

(H
z)

1
1

1
1

1
1

D
op

pl
er

pr
ofi

le
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n

R
ec

ei
ve

r:
O

ve
rs

am
pl

in
g

fa
ct

or
K

2
2

2
2

2
2

C
ha

nn
el

es
tim

at
or

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

L
M

S,
µ

=
0,

03
L

M
S,

µ
=

0,
03

C
ha

n.
es

t.
le

ng
th

(s
ym

bo
ls

)
8

8
8

8
8

8
E

qu
al

iz
er

L
in

ea
r

D
FE

L
in

ea
r

D
FE

L
in

ea
r

D
FE

Pr
ec

ur
so

r
fil

te
r

le
ng

th
N

1
15

15
15

15
15

15
Po

st
cu

rs
or

fil
te

r
le

ng
th

N
2

8
8

8
8

8
8

C
on

ve
rg

en
ce

tr
ic

ks
in

de
m

ap
pe

r
N

on
e

N
on

e
N

on
e

N
on

e
N

on
e

N
on

e
#

ite
ra

tio
ns

0-
3

0
0-

3
0

0-
3

0

G
en

er
al

:
#

in
te

rl
ea

ve
rb

lo
ck

s
si

m
ul

at
ed

62
5

62
5

12
50

12
50

25
00

25
00

To
ta

l#
in

fo
bi

ts
si

m
ul

at
ed

71
96

25
0

71
96

25
0

71
92

50
0

71
92

50
0

71
85

00
0

71
85

00
0

Ta
bl

e
B

.3
Si

m
ul

at
io

n
pa

ra
m

et
er

s
fo

r
F

ig
.3

.6
.



37

Fi
gu

re
3.

7
3.

7
3.

7
3.

7
3.

7
3.

7
C

ur
ve

(s
)

T
hi

n
bl

ue
T

hi
ck

bl
ue

T
hi

n
re

d
T

hi
ck

re
d

T
hi

n
gr

ee
n

T
hi

ck
gr

ee
n

T
ra

ns
m

itt
er

:
St

an
da

rd
M

S1
10

M
S1

10
M

S1
10

M
S1

10
M

S1
10

M
S1

10
D

at
a

ra
te

(b
ps

)
24

00
24

00
12

00
12

00
60

0
60

0
In

te
rl

ea
ve

rl
en

gt
h

L
=

4,
8

s
L

=
4,

8
s

L
=

4,
8

s
L

=
4,

8
s

L
=

4,
8

s
L

=
4,

8
s

In
te

rl
ea

ve
rt

yp
e

M
S1

10
M

S1
10

M
S1

10
M

S1
10

M
S1

10
M

S1
10

Si
gn

al
co

ns
te

lla
tio

n
8-

PS
K

8-
PS

K
Q

PS
K

Q
PS

K
B

PS
K

B
PS

K
B

it
to

sy
m

bo
lm

ap
pi

ng
G

ra
y

G
ra

y
G

ra
y

G
ra

y
E

C
C

co
ns

tr
ai

nt
le

ng
th

7
7

7
7

7
7

Ta
ilb

iti
ng

N
o

N
o

N
o

N
o

N
o

N
o

Pu
ls

e
sh

ap
in

g
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35
SR

R
C

,α
=

0,
35

SR
R

C
,α

=
0,

35

C
ha

nn
el

:
D

el
ay

sp
re

ad
(m

s)
1,

0
1,

0
1,

0
1,

0
1,

0
1,

0
D

el
ay

pr
ofi

le
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
Tw

o-
pa

th
D

op
pl

er
sp

re
ad

(H
z)

0,
5

0,
5

0,
5

0,
5

0,
5

0,
5

D
op

pl
er

pr
ofi

le
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n
G

au
ss

ia
n

G
au

ss
ia

n

R
ec

ei
ve

r:
O

ve
rs

am
pl

in
g

fa
ct

or
K

2
2

2
2

2
2

C
ha

nn
el

es
tim

at
or

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

It
er

at
iv

e
D

ec
.d

ir
ec

te
d

L
M

S,
µ

=
0,

01
5

L
M

S,
µ

=
0,

01
5

L
M

S,
µ

=
0,

01
5

L
M

S,
µ

=
0,

01
5

L
M

S,
µ

=
0,

01
5

L
M

S,
µ

=
0,

01
5

C
ha

n.
es

t.
le

ng
th

(s
ym

bo
ls

)
5

5
5

5
5

5
E

qu
al

iz
er

L
in

ea
r

D
FE

L
in

ea
r

D
FE

L
in

ea
r

D
FE

Pr
ec

ur
so

rfi
lte

r
le

ng
th

N
1

15
15

15
15

15
15

Po
st

cu
rs

or
fil

te
r

le
ng

th
N

2
8

8
8

8
8

8
C

on
ve

rg
en

ce
tr

ic
ks

in
de

m
ap

pe
r

N
on

e
N

on
e

N
on

e
N

on
e

N
on

e
N

on
e

#
ite

ra
tio

ns
0-

3
0

0-
3

0
0-

3
0

G
en

er
al

:
#

in
te

rl
ea

ve
r

bl
oc

ks
si

m
ul

at
ed

62
5

62
5

12
50

12
50

25
00

25
00

To
ta

l#
in

fo
bi

ts
si

m
ul

at
ed

71
96

25
0

71
96

25
0

71
92

50
0

71
92

50
0

71
85

00
0

71
85

00
0

Ta
bl

e
B

.4
Si

m
ul

at
io

n
pa

ra
m

et
er

s
fo

r
F

ig
.3

.7
.



38

Figure 3.8 3.8 3.8 3.8
Curve(s) Thin red Thick red Thin green Thick green

Transmitter:
Standard MS110 MS110 MS110 MS110
Data rate (bps) 1200 1200 600 600
Interleaver length L = 4,8 s L = 4,8 s L = 4,8 s L = 4,8 s
Interleaver type MS110 MS110 MS110 MS110
Signal constellation QPSK QPSK BPSK BPSK
Bit to symbol mapping Gray Gray
ECC constraint length 7 7 7 7
Tailbiting No No No No
Pulse shaping SRRC, α=0,35 SRRC, α=0,35 SRRC, α=0,35 SRRC, α=0,35

Channel:
Delay spread (ms) 3,0 3,0 3,0 3,0
Delay profile Two-path Two-path Two-path Two-path
Doppler spread (Hz) 10 10 10 10
Doppler profile Gaussian Gaussian Gaussian Gaussian

Receiver:
Oversampling factor K 2 2 2 2
Channel estimator Iterative Training only Iterative Training only

LMS, µ=0,06 LMS, µ=0,06 LMS, µ=0,05 LMS, µ=0,05
Chan.est. length (symbols) 10 10 10 10
Equalizer Linear DFE Linear DFE
Precursor filter length N1 15 15 15 15
Postcursor filter length N2 8 9 8 9
Convergence tricks in demapper None None None None
# iterations 0-3 0 0-3 0

General:
# interleaver blocks simulated 1250 1250 2500 2500
Total # info bits simulated 7192500 7192500 7185000 7185000

Table B.5 Simulation parameters for Fig. 3.8.
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Figure 5.1 5.1 5.1 5.1
Curve(s) ×, dashed ×, solid ◦, dashed ◦, solid

Transmitter:
Standard MS110 None None None
Data rate (bps) 2400 2400 2400 2400
Interleaver length L = 4,8 s L = 4,8 s L = 4,8 s L = 4,8 s
Interleaver type MS110 S-random MS110 S-random
Signal constellation 8-PSK 8-PSK 8-PSK 8-PSK
Bit to symbol mapping Gray Gray Natural Natural
ECC constraint length 7 7 4 4
Tailbiting No No No No
Pulse shaping SRRC, α=0,35 SRRC, α=0,35 SRRC, α=0,35 SRRC, α=0,35

Channel:
Delay spread (ms) 2,0 2,0 2,0 2,0
Delay profile Two-path Two-path Two-path Two-path
Doppler spread (Hz) 1 1 1 1
Doppler profile Gaussian Gaussian Gaussian Gaussian

Receiver:
Oversampling factor K 2 2 2 2
Channel estimator Iterative Iterative Iterative Iterative

LMS, µ=0,03 LMS, µ=0,03 LMS, µ=0,03 LMS, µ=0,03
Chan.est. length (symbols) 8 8 8 8
Equalizer Linear Linear Linear Linear
Precursor filter length N1 15 15 15 15
Postcursor filter length N2 8 8 8 8
Convergence tricks in demapper None None None None
# iterations 0-3 0-3 0-7 0-7

General:
# interleaver blocks simulated 625 625 625 625
Total # info bits simulated 7196250 7196250 7198125 7198125

Table B.10 Simulation parameters for Fig. 5.1
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Figure 5.2 5.2 5.2 5.2
Curve(s) ×, dashed ×, solid ◦, dashed ◦, solid

Transmitter:
Standard MIL-4539 None None None
Data rate (bps) 6400 6400 6400 6400
Interleaver length VL = 8,64 s VL = 8,64 s VL = 8,64 s VL = 8,64 s
Interleaver type 4539 S-random 4539 S-random
Signal constellation 16-QAM 16-QAM 16-QAM 16-QAM
Bit to symbol mapping Pseudo-Gray Pseudo-Gray Set partitioning Set partitioning
ECC constraint length 7 7 4 4
Tailbiting Yes Yes Yes Yes
Pulse shaping SRRC, α=0,35 SRRC, α=0,35 SRRC, α=0,35 SRRC, α=0,35

Channel:
Delay spread (ms) 2,0 2,0 2,0 2,0
Delay profile Two-path Two-path Two-path Two-path
Doppler spread (Hz) 1 1 1 1
Doppler profile Gaussian Gaussian Gaussian Gaussian

Receiver:
Oversampling factor K 2 2 2 2
Channel estimator Training only Training only Training only Training only

LS / interp. LS / interp. LS / interp. LS / interp.
Chan.est. length (symbols) 8 8 8 8
Equalizer Linear Linear Linear Linear
Precursor filter length N1 30 30 30 30
Postcursor filter length N2 30 30 30 30
Convergence tricks in demapper Student-t, ν = 7 Student-t, ν = 7 Student-t, ν = 7 Student-t, ν = 7
# iterations 0-3 0-3 0-7 0-7

General:
# interleaver blocks simulated 340 340 340 340
Total # info bits simulated 18800640 18800640 18800640 18800640

Table B.11 Simulation parameters for Fig. 5.2


	FFI  RAPPORT

	Text1: ISBN-82-464-0872-0


